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1.1 VectorsinR"

An ordered n-tuple:

a sequence of n real number (X, X,,---,X,)

n
n-space: R

ne set of all ordered n-tuple




1.1 VectorsinR"

Notes:

(1) An n-tuple (x,, X,,--, ) can be viewed as a point in R’
with the x;’s as its coordinates.

(2) An n-tuple (x,x,,---,X,)can be viewed as a vector

X = (X, Xy, -+, X.) In R"with the x;’s as its components.




1.2 Vector Spaces

Vector spaces:
Let V be a set on which two operations (vector addition and

scalar multiplication) are defined. If the following axioms are
satisfied for every u, v, and w in V and every scalar (real number)
c and d, then V is called a vector space.

losed under addition)




1.2 Vector Spaces

(6) cu isinVtoo (closed under multiplication by a scalar).

(7) c(u+v)=cu+cv

c+d)u=cu+du




1.2 Vector Spaces

Nofte:

(1) A vector space consists of four entities:

a set of vectors, a set of scalars, and two operations

V : nonempty set

c : scalar
(u,v)=u+v  Vvector addition

alar multiplication



1.2 Vector Spaces

Examples of vector spaces:
(1) n-tuple space: R"
(Up, Up,yo o U ) + (Ve Voo, V) = (Up +V, Uy +V,,-+-, U +V, ) vector addition
k(ug,u,,---,u )= (ku,ku,, -, ku ) scalar multiplication

omial space: V =P, (x)
nomials of degree n or less)



1.2 Vector Spaces

Properties of scalar multiplication

Let v be any element of a vector space V, and let ¢ be any

scalar. Then the following properties are true.
(1) Ov=0
0=0




1.2 Vector Spaces

Ex 1:
V=R?=the set of all ordered pairs of real numbers defined as:

- vector addition: (Uy,U,) +(Vy,V,) = (U +Vy,U, +V,)
- scalar multiplication:c(u,,u,) = (cu,,0)
Verify V Is not a vector space.




1.3 Vector Subspaces

Subspace:
(V ,+,0) :avector space
W = ¢
WcV

(W,+,e) : a vector space (under the operations of addition and
scalar multiplication defined in V)

} . a nonempty subset

IS a subspace



1.3 Vector Subspaces

Test for a subspace
If W Is a nonempty subset of a vector space V, then W is

a subspace of V if and only if the following conditions hold.

(1) If u andv arein W, then u + v isin W (closed under addition).

V-and c is any scalar, then cu is in W (closed under




1.3 Vector Subspaces

Ex1: Subspace of R?
(1) {0} 0=(0,0)
(2) Linesthrough the origin

(3) R’
now that W ={(x;, X,) : X, 2 0and x, > 0}, with the standard

s of R?




1.4 Linear Independence

LInear combination:

A vector v Ina vector space V iscalleda linear combination of
the vectors u,,u,,---,u, InV if v can be written in the form

V =CyU; +CU, +...+CU, C1,Cyy 1€, -SCalars

. (Finding a linear combination)
2) Vv,=(-1,0,1)

of v,,v,,V,



1.4 Linear Independence

the span of a set: span ()

If S={v,, v,..... v} is a set of vectors in a vector
space V, then the span of § is the set of All
linear combinations of the vectorsin S,

span(S) ={c,v, +c,v, +---+C.V, | Vc € R}
et of all linear combinations of vectors in S)




1.4 Linear Independence

Notes:

span (S) =V
— S spans (generates) V
V is spanned (generated) by S
S Isa spanning set of V




1.4 Linear Independence

Linear Independence (L.lI.) and Linear Dependence (L.D.):

S ={v,,v,,---,Vv,} :asetof vectors in a vector space V
c,V,+C,V,+---+C. Vv, =0

(1) If the equation has only the trivial solution (c, =c, =---=c, =0)
alled linearly independent.
lal solution (i.e., not all zeros),




1.4 Linear Independence

Notes:
(1) ¢ is linearly independent

(2) 0e€S = Sis linearly dependent.

(3) v=0={v}is linearly independent

Inearly dependent



1.4 Linear Independence

Ex1: (Testing for linearly independent)

Determine whether the following set of vectors in R’ is L.1. or L.D.

S=1{{,2,3),(0,1,2),(-2,0,1)}

Vq Vs V3

c,vV,+cv,=0 = 2¢c,+ Cc,+ =0
3¢, +2¢c,+ ¢, =0




1.5 Basis and Dimension

Basis:
: Generating Linearly
V : avector space S Independent
S={v,, V,, ..., V. }=V =2

(a) SspansV (i.e., span(S)=V)
IS linearly independent




1.5 Basis and Dimension

(3) the standard basis for R :
{e,, e, ...,e,} €.~=(1,0,...,0),e,=(0,1,...,0), e,=(0,0,...,1)

Ex: R*  {(1,0,0,0), (0,1,0,0), (0,0,1,0), (0,0,0,1)}

4) the standard basis for P,(x): {1, x, X%, ..., x"}
(2 X3




1.5 Basis and Dimension

Unigueness of basis representation

IfS = {Vl, Vo, Vo } Is a basis for a vector space V, then every

vectorin V can be written in one and only one way as a linear

combination of vectors in S.

Basis and linear dependence

IS a basis for a vector space V, then every

dependent.



1.5 Basis and Dimension

Finite dimensional:
A vector space V is called finite dimensional,

if it has a basis consisting of a finite number of elements.
Infinite dimensional:
If a vector space V is not finite dimensional,

It 1s called infinite dimensional.




1.5 Basis and Dimension

Notes: dim(V) =n
Linearly
(1) dim({0}) = 0 = #(9) Generating  Bageg  Independent
Sets Sets
2) dim(V) =n, ScV #(S)>n  #S)=n #S)<n

>N

-



1.5 Basis and Dimension

EXp:
(1) Vector space R" = basis {e,,e,, ..., e}
= dim(R") =n

(2) Vector space P,(x) = basis {1, x, x?, ..., X"}
= dim(P,(x)) = n+1




1.5 Basis and Dimension

Ex1:
(a) W={(d, c-d, c): c and d are real numbers}
(b) W={(2b, b, 0). bis areal number}
Sol:
(@ (d,c—d,c)=c(0,1,1)+d(1,-1,0)
0 ,(1,—-1,0)} (Sis L.I.and S spans W)




